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Abstract

A three-dimensional variational data assimilation scheme for the Regional Ocean
Modeling System (ROMS), named ROMS3DVAR, has been described in Li et al.
[2007]. In this paper, ROMS3DVAR is applied to the central California coastal region,
an area characterized by inhomogeneity and anisotropy, as well as by dynamically
unbalanced flows. A method for estimating the model error variances from limited
observations is presented, and the construction of the inhomogeneous and anisotropic
error correlations based on the Kronecker product is demonstrated. A set of single ob-
servation experiments illustrates the inhomogeneous and anisotropic error correlations
and weak dynamic constraints used. Results are presented from the assimilation of
data gathered during the Autonomous Ocean Sampling Network (AOSN) experiment
during August 2003. The results show that ROMS3DVAR is capable of reproducing
complex flows associated with upwelling and relaxation, as well as the rapid transitions

between them. Some difficulties encountered during the experiment are also discussed.

Keywords: coastal oceans, three-dimensional variational data assimilation, anisotropic

error covariance, weak constraints, upwelling.

Index terms: 4217 Coastal processes; 4260 Ocean data assimilation and reanalysis;
4262 Ocean observing systems; 4263 Ocean predictability and prediction; 4255 Numer-

ical modeling.
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1 Introduction

We recently developed a three-dimensional variational data assimilation scheme (3DVAR) for
the Regional Ocean Modeling System and named the scheme ROMS3DVAR. The theoretical
formulation of the scheme was presented in Li et al. [2007]. In this paper, we describe
the implementation of the proposed scheme and illustrate the importance of the major
formulations proposed in Li et al. [2007].

The performance of 3DVAR hinges on the specification of the background error covari-
ance matrices and the incorporation of dynamic constraints. In Li et al. [2007], we proposed
particular formulations for constructing the background error correlations and incorporating
dynamic constraints. A Kronecker product method was proposed to construct background
error correlations. This formulation allows us to construct three-dimensional (3D) correla-
tions, which enables us to incorporate some major aspects of inhomogeneity and anisotropy
in coastal oceans, while rendering ROMS3DVAR computationally efficient and reliable. Con-
cerning dynamic constraints, the weak geostrophic and hydrostatic formulations are used.
Using these formulations, ROMS3DVAR demonstrated the capability to assimilate a vari-
ety of observations simultaneously, including satellite altimetry sea surface heights (SSHs),
satellite sea surface temperatures (SSTs), temperature/salinity (7'/S) profiles from various
observational platforms, Acoustic Doppler Current Profiler (ADCP) current data, and high-
frequency (HF) radar sea surface current data.

For the purposes of illustration and evaluation, we apply the scheme to the central Cal-
ifornia coastal region. Although the ROMS3DVAR scheme is formulated as generally as

possible, and hence can be applied to any coastal region, there are several reasons for us
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to focus on central California in this study. It is one of the most sampled and investigated
coastal regions [e.g., Hickey, 1998]; the unbalanced properties of the flow related to strong
spring and summer upwelling [e.g., Hickey, 1998] make it dynamically very interesting; we
have extensive experience modeling the central California coastal ocean [e.g., Marchesiello
et al., 2003]; and the Coupled Ocean/Atmosphere Mesoscale Prediction System (COAMPS)
[Hodur, 1997] provides us with continuous high resolution atmospheric forcing [Chao et al.,
2003; Chao et al., 2007]. Further, ROMS3DVAR was used in the Autonomous Ocean Sam-
pling Network (AOSN) Monterey Field Experiment undertaken during August 2003 in the
area surrounding Monterey Bay, California (for details, see http://aosn.mbari.org). This ex-
periment demonstrated an unprecedented in situ observational capability for coastal oceans
and collected large amounts of data from a variety of observational platforms, including satel-
lites, airplanes, ships, drifters, buoys, autonomous underwater vehicles, and, in particular, a
fleet of undersea gliders.

For evaluation and validation, we focus on the following three aspects. First, the er-
ror covariances are examined in detail. A method for estimating error covariances with
model generated data is described, and the features of the constructed error covariances
are discussed to highlight their anisotropy, inhomogeneity and inseparability. Also, the im-
portance of the weak dynamic constraints is examined. Second, we will present a set of
single-observation influence experiments that exhibit the structures of the specified correla-
tions, as suggested by Parrish and Derber [1992] and Thepaut et al. [1996]. The analysis
increments from single-observation influence experiments are proportional to the covariances
of the background errors, allowing us to examine how ROMS3DVAR responds to observa-

tions. Finally, the performance of ROMS3DVAR during August 2003 is evaluated against
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the AOSN data.

The outline of this paper is as follows: In section 2, we briefly describe the basic configura-
tion of ROMS and ROMS3DVAR as well as the atmospheric forcing. Section 3 describes the
estimation of the background error covariance. In section 4 we present the single-observation
influence experiments to examine the behavior of ROMS3DVAR. Section 5 presents exper-
iments that assimilate observations from the AOSN experiment. Our focus here is on ex-
amining the performance of ROMS3DVAR and investigating some major issues of coastal
data assimilation, such as the weak geostrophic constraint. Finally, section 6 discusses and

summarizes the main results obtained in this study.

2 ROMS3DVAR Configuration for the U.S. West Coastal

Ocean

2.1 ROMS Nested Configuration and Atmospheric Forcing

ROMS is a free-surface, hydrostatic, three-dimensional primitive equation regional ocean
model [Shchepetkin and McWilliams, 2005, 2006; Marchesiello et al., 2001]. The vertical
discretization uses a stretched terrain-following coordinate (S-coordinate) on a staggered
grid over variable topography [Song and Haidvogel, 1994]. The stretched coordinate allows
increased resolution in areas of interest, such as the thermocline and bottom boundary layers.
The horizontal discretization uses a boundary-fitted, orthogonal curvilinear coordinate on a
staggered Arakawa C-grid [Arakawa and Lamb, 1977]. Coastal boundaries are specified as a

finite-discretized grid via land/sea masking. The lateral boundary condition is no-normal-
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flow at the coast.

ROMS has a one-way nesting capability [Blayo and Debreu, 1999]. As described in Chao
et al. [2007], a three-level, nested configuration is used in this study: the largest domain
(LO) covers the U.S. West Coastal Ocean at a horizontal resolution of 15km; the next (L1) is
nested in L0 covering the central California coastal ocean at a horizontal resolution of 5km;
the last (L2) is nested in L1 and focuses on the region around Monterey Bay at a horizontal
resolution of 1.5km. The open ocean boundary condition for L2 is determined by L1, that
of L1 by L0, and that of LO by a climatological simulation of the Pacific ocean.

All three nested levels have 32 layers in the vertical. Figure 1 shows the bathymetry and
horizontal domain of L2, which is bounded by the California coast at the eastern edge and
open ocean at the other three edges. A prominent feature of the bathymetry is the narrow
shelf whose width varies along the coast. The slope is particularly steep along the Monterey
Submarine Canyon. The numerical algorithms of ROMS are specifically designed to reduce
pressure gradient errors associated with steep topography [Shchepetkin and McWilliams,
2003].

In this study the atmospheric forcing is provided by hourly output from the Coupled
Ocean and Atmosphere Mesoscale Prediction System (COAMPS), operated by the Naval
Research Laboratory [Hodur, 1997]. COAMPS has a quadruple nested-grid configuration
with horizontal resolutions of 81, 27, 9 and 3km for the largest to the smallest nested do-
main for the atmospheric model. The outputs from the 27km-, 9km-, and 3km-resolution
COAMPS are used to force the L0, L1 and L2 domains of ROMS, respectively. The surface
latent and sensible heat fluxes, as well as surface evaporation rates, are derived from sea

surface air temperatures, sea surface relative humidities, 10m winds and sea surface tem-
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peratures (SSTs) from the ocean model, using the bulk formulae proposed by Kondo [1975].
The fresh water flux is computed as the calculated evaporation rate minus the COAMPS
precipitation rate (E-P). The wind stress is derived from the 10m winds using the formula
of Large and Pond [1982]. The COAMPS winds show good agreement with the observed

winds from the Monterey Bay Aquarium Research Institute (MBARI) M2 mooring (Fig. 2).

2.2 ROMS3DVAR Configuration
2.2.1 Incremental 3DVAR Scheme

ROMS3DVAR is an incremental 3DVAR scheme, and it incorporates weak constraints based
on hydrostatic balance and geostrophic balance. As such, ROMS3DVAR defines the cost

function as follows:

Jo(6xc) = Jp(6x¢r) 4 Ty (0% ymgr) + T3 (0%1s)

+ Jg(éxCI, 5XT5) + ng(axC” 5X¢HXH, 5XT5) + J%S(éxTS) . (1)

In the cost function, there are five different control variables, dx¢r, dxyr, 0%, 0X7, and oxg.
Following the notation introduced in Li et al. [2007], x and dx are the model state and its
increment on the ROMS3DVAR grid (defined in section 2.2.2), respectively; the subscripts (',
", x", T, and S correspond to the non-steric SSH, ageostrophic streamfunction, ageostrophic
velocity potential, temperature, and salinity. All control variables are 3D, except the non-

steric 2D SSH. The background cost function consists of

1
b T -1
Jagl = §6X‘IC’BGC 6Xa€'l
Ty = S5xT, B ox
"ZJHX” — 2 "l’"X" w”X” wl’X”
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1
Trs = §5X:§SB5§5XT57 (2)

where B¢, Byry», and Brg are the background error covariances corresponding to non-steric
SSH, ageostrophic streamfunction and velocity potential, and 7" and S. The observational

cost function consists of

1
¢ = Moxrs +dxg — do) Ry (oxrs + 6x — do)
1
Jow = 5(1—‘(/ 0x¢ + Lpgdxrg + Poxynyn — duv)TRz_wl(FC' 0%¢ + Prgdxrs + @6y — duy)
1
TS = 5(‘5XT5 — drs)" Ryg(0xrs — drs) | 3)

where d¢, d,, and dpg are the innovation vectors of SSH, the velocity components and T/S,

and R¢, Ry,, and Rrg are the corresponding observational error covariances.

2.2.2 ROMS3DVAR Implementation

ROMS3DVAR executes data assimilation for each nested level. Because all levels use the
same formulation. we focus in the subsequent discussions on L2, which has the smallest
domain but the highest horizontal resolution. For consistency with the ROMS open boundary
conditions, ROMS3DVAR takes the forecast and returns the analysis at all ROMS L2 model
grid points but not at those determined by L1.

To handle the large-dimension background error covariance matrices while taking anisotropy
and inhomogeneity into account, ROMS3DVAR computes a three-dimensional (3D) correla-
tion matrix as a Kronecker product C® ® C" of a two-dimensional (2D) matrix C* in the
vertical and cross-shore directions and a one-dimensional (1D) matrix C” in the alongshore

direction [Li et al., 2007]. Here &, n and « stand for the alongshore, cross-shore and vertical
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directions, respectively. ROMS3DVAR also computes the 2D surface correlation matrix C&"
for non-steric SSH as a Kronecker product, that is, C¢ ® C".

Any C¢, C¢ or C" is grid-based, i.e., correlations are defined between two grid points.
A difficulty arises, however, in constructing C¢* using the S-coordinate in the presence of
variable topography. To illustrate this, let us consider an error correlation C (i;:ky,i5:k)
between a nearshore grid point (i1:%1) and a grid point (i5:k;) 15km offshore and on the
same S-level k; near the ocean bottom in two different vertical cross-shore sections. In a
section south of Monterey Bay, the depth at (i1:k1) is about 10m and at (iy:k1) about 500m
(Fig. 1). Because the depth of thermocline and mixed layer in this region is about 30m in
late summer and less than 100m in winter, C (i : ky, 45 : k1) between these two 2D grid
points should be near zero. In a section north of the bay, however, C (i;:ky,i5:k;) may not
necessarily be zero because the depth of the grid point (iy:k;) is much shallower than 500m.
This variation in the correlations presents a fundamental difficulty in constructing C** using
the S-coordinate.

To circumvent the difficulty, the ROMS3DVAR grid employs a Z-coordinate for the
vertical discretization. The same staggered ROMS C-grid is used in the horizontal so that
the resulting analysis will easily satisfy the lateral boundary condition. In this study the
ROMS3DVAR grid uses N¢ x N7 = 82 x 178 horizontal curvilinear grid points, and N* = 24
vertical Z-levels in L2.

Accordingly, the execution of the incremental 3DVAR given a ROMS forecast on the
S-coordinate is accomplished through the following procedure. Using spline interpolation
[Akima, 1970], the background state on the Z-coordinate is first formed by transforming the

ROMS forecast. After performing the incremental 3DVAR, the lateral boundary condition
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along the coastline is imposed on the analysis increment in the Z-coordinate. ROMS3DVAR
produces the final analysis by transforming and adding the analysis increment to the orig-
inal ROMS forecast on the S-coordinate. The transformation back to the S-coordinate is
performed on the analysis increment (not the full analysis) to reduce the interpolation errors
and thus help maintain the delicate dynamical balance that is attained by forward model
integration in the ROMS forecast. A concern may arise, however, concerning whether the
final analysis satisfies the lateral boundary condition on the S-coordinate. To address this
concern, we examined the final analysis in various experiments and found that the lateral
boundary condition is, in general, adequately satisfied.

For the estimation of coastal ocean dynamics with time scales ranging from hours to days,
we adopted for ROMS3DVAR a six-hour (6h) assimilation cycle. The first cycle of the day
begins by performing a 6h ROMS forecast using the analysis valid at 03UTC as an initial
condition; 03UTC corresponds to 7pm local standard time (LST). Once the valid 09UTC 6h
ROMS forecast is completed and all observations in the 6h time-bin between 06 and 12UTC
are collected, ROMS3DVAR, executes the incremental 3DVAR and computes the analysis
valid at 09UTC by treating all observations as if they were taken at 09UTC. This completes
the first 6h cycle. ROMS3DVAR repeats the cycle four times a day and produces analyses

valid at 03, 09, 15 and 21UTC.

10
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3 Estimation of Standard Deviation and Correlation

Matrices

Having described the general ROMS-DAS procedure and its grid arrangement, we turn our
attention to the issues concerning estimation of the standard-deviation matrices and the
correlation matrices for the background errors. This section presents a general method for

estimation of the standard deviation and correlation matrices associated with B¢, By,

and Brg, along with its application to ROMS3DVAR.

3.1 Generation of the Surrogate Data Set

Estimation of the 3DVAR standard deviation and correlation matrices requires a large data
set that represents the forecast-error statistics of the data assimilation system. Two methods
have been suggested for constructing such a data set. One method uses observations as a
sampling of the true state [Hollingsworth and Lonnberg, 1986; Phillips, 1986]. The other
method uses the difference between two forecasts valid at the same time but with distinct
lead times as a representation of the forecast error [Parrish and Derber, 1992]. This is the
so-called NMC method, where NMC stands for the National Meteorological Center (now
the National Center for Environmental Prediction). An advantage of the NMC method is
the proficient generation of a large data set for any control variable. While Parrish and
Derber [1992] cautiously described it as a crude first step, the NMC method has been used
operationally at major meteorological centers [e.g., Rabier et al., 1998; Barker et al., 2004].
The usefulness of the data sets generated by the NMC method depend implicitly on the

quality and number of observations used in the data assimilation system.

11
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Although the California coastal ocean is one of the most sampled coastal oceans, almost
all observations are still sporadic, sampled monthly or even seasonally at irregular loca-
tions. An example is the California Cooperative Ocean Fisheries Investigation (CalCOFTI)
[http://calcofi.org], which provides only seasonal sampling. For ROMS3DVAR, which uses a
high-resolution model to forecast coastal ocean dynamics with time scales ranging from hours
to days, such observations are simply inadequate for use in either of the two above-mentioned
methods of building large, reliable data sets.

We therefore employ an alternate method. With an ensemble of long-time ROMS sim-
ulations, our method assembles a surrogate data set where the standard deviation matrices
and the correlation matrices are estimated using a limited number of observations. The
ensemble is designed to account for forecast errors due to atmospheric forcing, model errors,
and initial conditions. For errors in atmospheric forcing, we use two types of atmospheric
forcing derived from the hourly COAMPS output for the period from July 20, 2003 to Octo-
ber 31, 2004: 3h means and daily means. For model errors, we use two vertical resolutions in
ROMS: 20 levels and 32 levels. For errors in the initial condition, we use six different initial
conditions in the four ensembles (see Table 1). These six initial conditions are randomly
selected from six independent ROMS simulations. To assemble a surrogate data set that
contains time scales ranging from hours to days, we sample at 03, 09, 15 and 21UTC daily,
the same times as the ROMS analysis, from November 1, 2003 to October 31, 2004. The two
time levels at 03 and 15UTC correspond to 7pm and 7am LST and represent the diurnal
variation.

With the ROMS ensemble simulations in hand, a surrogate data set is built using the

following procedure. First, we compute the twelve monthly means and form a perturbation

12
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data set by removing the corresponding monthly means. Then the monthly means and
the perturbation data set are interpolated to the ROMS3DVAR grid on the Z-coordinate
(section 2). Next, the perturbation data set is transformed to the ROMS3DVAR control
variables: non-steric SSH is obtained from temperature, salinity, and SSH based on the
hydrostatic relation [Eq. (14), Li et al., 2007]. The geostrophic streamfunction and velocity
potential are derived from the non-steric SSH, temperature, salinity, and horizontal velocity
based on the geostrophic relation [Eq. (17), Li et al. 2007]. The hydrostatic and geostrophic
operators used in these transformations are computed using the corresponding monthly
means [Li et al., 2006; Appendix A, Li et al., 2007]. Finally, we remove the ensemble
monthly mean of the perturbation to enforce the mean-zero condition on the perturbation
of the ROMS3DVAR control variables.

Due to the seasonal transition of upwelling in the region, the thermocline shows a signif-
icant seasonal variability, which leads to a seasonal variability of correlations, particularly
vertical correlations. As such, ROMS3DVAR uses monthly standard deviation matrices and
correlation matrices. Each monthly matrix is derived using three months of data including
the previous and subsequent months. In this way, transitions from one month to the next
are relatively smooth. For the rest of this paper, we discuss August only because our ex-
periments in the following sections use observations taken in August 2003 during the AOSN
experiment (see section 5).

For simplicity in presentation, we formulate the standard deviation and correlation ma-
trices for the case where the ocean domain is a 3D box with a flat bottom, but the actual
ROMS3DVAR uses an extension of the formulae to an irregular domain. The five control

variables that make up the surrogate data are Aa:?, Aa:fﬂf , Aa:i’],”, Az§"” and AzE". We

13
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index a control variable by {Az¢™(i:j:k,t,m)}: i € [1,N¢], j € [1,N"], and k € [1, N*]
for the 3D space; t € [1, Ny] for time with Ny = 4 x 92; and m € [1, M,,] for the ensemble
member with M., = 6. All formulae also apply to 2D variables A:vgf', simply suppress the

vertical direction, that is, N* = 1.

3.2 Standard Deviation Matrices

We first present a method for estimating a 3D standard deviation matrix X" from the
surrogate data {Azf"(i:j:k,t,m)}: ¢ represents any of Zg,", Efﬂf, Ei’],ﬂ, R or 35

the five control variables.

3.2.1 Formulation

There are two reasons why the standard deviations computed from the surrogate data cannot
be used directly as the standard deviations of the forecast errors. One is that the statistics of
the surrogate data do not necessarily represent those of the forecast errors. As we continue
to assimilate, the actual forecast errors should become smaller and the deviation from the
surrogate data statistics increases. The forecast errors also depend on the spatial distribution
of observations over time. A third reason is the presence of small spatial scales in the standard
deviation computed from the surrogate data at each grid point (Fig. 3). These small spatial
scales may be caused by the topographic variations or noise due to a finite sampling of the
surrogate data. Either way, the presence of small spatial scales in the standard deviation
introduces undesirable small spatial scales in the analysis increment.

To construct X7 we first compute the “structure function” &¢¢(i : k), which is an

14
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alongshore average of the standard deviation of the surrogate data:

1 N7 My M.y
545 (i:k))? = ————— (A 57”“ ATE 2 4
(6°"(i:k)) NthMeanUZlle ot (ix5:k, t,m) — AT"(itk))” (4)
where
. N7 My Mep .
AT (1:k) = Az (i:5:k,t,m) . 5
) = S D X, Ak L ®)

We choose the alongshore average because there are relatively few alongshore variations in
the standard deviation of the surrogate data (e.g., Fig. 3). This is also consistent with the
separability assumption of alongshore correlations from vertical cross-shore correlations used
in the construction of correlation matrices [Li et al., 2006; see also section 3.3 here]. Figure 4
shows the structure function O'C, (1) of the 2D non-steric SSH, obtained by suppressing the
vertical direction in (4) and (5). The properties of the non-steric SSH structure function are
discussed further in section 3.2.2.

The standard deviation matrix 37" is obtained by applying a tuning (scaling) parameter
. A diagonal entry of 3¢ corresponding to a grid point (i:j:k) is given by a¢*(i:k). The
tuning parameter « is sought to represent the ratio of actual forecast errors to those of the
surrogate data. In practice, o can be estimated using empirical rules or comparisons between
forecasts and observations. When the number of observations is limited, a single value of «
should be used to define X7 uniformly over all grid points. As more observations become
available, a can become dependent on location to better represent the generally complex

distribution of forecast errors.
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3.2.2 Application

Due to the limited number of observations, ROMS3DVAR currently uses a single a for
Eg,", a single ayr,» for both pr"”“ and Efy,“, and a single arg for both 57 and ™.

The structure function 65, () for the non-steric SSH is shown in Fig. 4. Far offshore, the
steric SSH is dominant, which is consistent with large scale model results [e.g., Fukumori,
1998]. The amplitude of the non-steric SSH decreases as the cross-shore distance from
the coast increases. This implies that nearshore SSH changes are due to the water mass
convergence and offshore changes due to the T/S changes. We choose oy = 0.5 for 227
based on a comparison of the ROMS3DVAR forecasts with altimetry observations.

Figure 5 shows the structure functions 65,’7, (i:k) and 6§ﬁ (i:k) of ageostrophic streamfunc-
tion and ageostrophic velocity potential. Note that the streamfunction and velocity potential
are not directly observed, but the velocity components are. To determine the scaling param-

eter oy, we then use an empirical formula for the horizontal velocity suggested by Daley

[Chap. 5.2, Daley, 1991]:
1 A A A
§(E3 + Eﬁ) = Olqp”X” (L;$E§¢ + Li/?EQH + L;/%Ziu) . (6)

The left-hand side represents the variance of differences between the model forecasts and
observations in both velocity components. The right-hand side represents the variance of
the velocity components computed from the streamfunction and velocity potential of the
surrogate data set under the following assumptions: no correlation between ageostrophic
streamfunction and ageostrophic velocity potential; no correlation between the errors of the
geostrophic velocity and ageostrophic velocity; and isotropy of the ageostrophic streamfunc-

tion and the ageostrophic velocity potential. Lg,, Ly and L,» are decorrelation length scales
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for the standard deviations igw: f]wu, and f]xu, respectively. Based on the ROMS3DVAR
forecasts and the Acoustic Doppler Current Profile (ADCP) measurements at the M2 moor-
ing (Fig. 1), we choose ayn,» = 0.38 for Efﬂfi and Eiﬁn.

Figure 6 shows the structure functions 65°(i : k) and 65°(i : k) for temperature and
salinity in a vertical cross-shore section. The relatively large values of 6%'“(1' : k) near the
surface are due to variability forced by the atmosphere. In contrast, the relatively large
values of 64" (i:k) are associated with thermocline variability. Based on a comparison of the

ROMS3DVAR forecasts and available mooring observations, we choose ayg = 0.35 for EgT"“

and T,

3.3 Correlation Matrices

Having constructed 37", we now present a method for estimating the self-correlation C&7

from the surrogate data: C&™ represents any of Cg,"(,, Cfp’,’fwu, Ci?/f;//, C5% or CY¥, though

the vertical correlation are suppressed for the 2D correlation matrix CE,"C,. Because ROMS3DVAR

uses a Kronecker product-based algorithm C&™ = C¢ ® C" to construct the self-correlation
matrix [Li et al., 2007], we describe a method for computing C** and C". We also present
a method for estimating the error cross-correlation matrix C%"; between temperature and
salinity. Although the current ROMS3DVAR neglects the error cross-correlation between
ageostrophic streamfunction and velocity potential, it can be incorporated by considering

the cross-correlation Cfﬂ';u.
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3.3.1 Formulation

To compute the ROMS3DVAR self-correlation matrices, we assume that the correlations
from the surrogate data have the same structure as the forecast errors. This allows us to
compute C¢* and C" for the five self-correlations directly from the surrogate data.

An entry of C%, corresponding to the correlation between two 2D grid points (i1 : k1)

and (79:k9) in the vertical cross-shore section, is

1 1 N My Mep

OA'gn(ilikl)a'gn(iQIkQ) N"MtM ZZ Z

en j=1t=1m=1

Cﬁn(ilikl, igikg) =

(Axfnﬁ(il:j:kl’ t, m) — Afﬁn(llkl)) (A.Z'gnn(igljlkg, t, m) — Afﬁn(lgkg)) y (7)

where 6¢¢(i:k) and Az (i:k) are given in (4) and (5). Similarly, an entry of C" between
grids j; and js in the alongshore direction is

1 1 N& N* My Men

C"(jl,jZ) = 6"(]1)5’"(]2) NgNthM ZZZ Z

en =1 j=1t=1m=1

(AzS™(izgyck, t,m) — AT(jr)) (AL (ija:k, t,m) — AT (j2)) (8)

where

1 N& N& M; Men,

(6"(5))? = WZZZ > (A (izfik, t,m) — AT"(5))? (9)

en j=1 j=1t=1m=1

1 N& N* M; Men )
70 = Nevan, & 2 Ak (10

If the surrogate data set has a large enough sample, then the resulting correlations are
locally smooth between neighboring grid points. However, spurious correlations can occur
between remote grid points, leading to undesirably long tails in C** and C7 [Gaspari and
Cohn, 1999]. Such long tails can cause noisy analysis increments. A common technique to

address this problem is to apply a localization function that retains correlations computed
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from the surrogate data within a local neighborhood but suppresses all correlations at large
distances. For localization of C& and C", we use a Gaussian matrix. The final correlation
matrix is then given by the Hadamard (or Schur) product of a correlation matrix computed
from the surrogate data and the Gaussian matrix.

When using the Hadamard product to construct a correlation matrix, caution should be
exercised: The Hadamard product produces a positive definite matrix only if both matrices
are positive definite [e.g. Horn and Johnson, 1994]. While the correlation matrix estimated
from the surrogate data is generally positive definite, the Gaussian matrix is not necessarily
so, especially for large length scales. In ROMS3DVAR a Cholesky factorization is applied
to the correlation matrices for preconditioning [section 4.1, Li et al., 2007]. The use of the
LAPACK code for the Cholesky factorization acts as a verification of the positive definiteness

of C¢* and C" [Anderson et al., 1999].

3.3.2 Application

For the localization of C¢* and C7 in ROMS3DVAR, we use a Gaussian matrix with a
horizontal length scale of 50km and a vertical length scale of 400m. For the non-steric SSH,
the 2D correlation Cg,"C,(il : j1,%2 : j2) is described in Li et al. [2007]. The decorrelation
length scale of Cg,g, is about 10km nearshore, increases to about 35km further offshore and
remains the same beyond 80km offshore. Here the decorrelation length scale is estimated as
the distance to the point where the correlation reduces to e !. In contrast, Cg,g, is basically
homogeneous with the decorrelation length of about 30km, although the decorrelation length
scale decreases slightly around the latitude of Monterey Bay.

Figure 7 shows the 2D correlations Cg’“(il : k1,19 : ko) of ageostrophic streamfunction
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v Tor fixed (i1:k1) at either an offshore or a

Cfp'f,w,, and ageostrophic velocity potential C
nearshore location and varying (is:k3) in the vertical cross-shore section. The property of
the 1D alongshore correlations Cy,,» and C, » are similar to those of Cf,., that is, they
are basically homogeneous with the decorrelation length of about 30km.

A slight difference between Cfl,'fllp” and Ci’f,xu appears in Fig. 7 in the decorrelation length
scale: Cfpf,¢,, has slightly larger vertical but smaller cross-shore decorrelation length scale
than Ci’f,x,,. Otherwise Cfﬁ,w,, and Ci’f,x,, have quite similar spatial patterns. In general,
the cross-shore decorrelation length scale decreases as the distance from the coast increases,
while the vertical decorrelation length scale does not change in the cross-shore direction.

Figure 8 shows the 2D correlation C¢%(i1:ky,4:ks) of temperature C5%. for (i1:k;) fixed

at offshore and nearshore locations at depths of 50m and 200m. The behavior of C'ET“T is

kK

vy but the decorrelation length scales of C%,. are

quite similar to that of Cfp'f,w,, and C
slightly larger in the cross-shore direction and smaller in the vertical direction than those of
Ci’f,qp,, and Ci’ﬁx,,. Moreover, the cross-shore variation of the vertical decorrelation length
scale is fairly small. Variations in the decorrelation length scale — smaller near the surface
— can be explained by the dominance of baroclinic normal modes. The properties of the 1D
alongshore correlation C7- are similar to those of Cf,., as well as those of Cyju,» and CJu .

The vertical cross-shore correlation of salinity Cg’;(ilzkl, ig:ko) is shown in Fig. 9. While
decorrelation length scales are very similar to those of CgT'“T(il:kl, io:ko), the slant structure
of C%%(4y : ky, iy : ky) nearshore suggests a strong influence of the thermocline variability
as observed in %% (Fig. 6). The larger vertical decorrelation length scales nearshore for

salinity are understandable. They reflect the fact that, during upwelling, salinity near the

surface is controlled by the amount of upwelled deep water. This feature contributes to the
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significance of the inseparability in the cross-shore and vertical directions. The properties of
the 1D alongshore correlation Cgg are similar to those of Cf,; and Ci.

From Figs. 8 and 9, we can see the variation of the vertical decorrelation length scale with
depth. The vertical decorrelation length scale becomes larger with depth. This variation is
also similar for the ageostrophic streamfunction and velocity potential, though their vertical
decorrelation length scales are larger overall than those of temperature and salinity.

In ROMS3DVAR, the cross-correlation C%"; between temperature and salinity is pa-
rameterized by the local cross-correlation vector rrg and the average of the corresponding
self-correlations C5%¢ and C&% [Eq. (24), Li et al.,2007] . Figure 10 shows rrg at the surface

and at a depth of 75m.

4 Single-Observation Experiments

Experiments using a single observation are simple yet they can yield insight into how a data
assimilation system works [Parrish and Derber, 1992; Thepaut et al., 1996]. They demon-
strate the function of the background error covariance matrices, the role of the constraints,
and the sensitivity of the system to the type and location of observations. They also illus-
trate how observed information propagates vertically, which is an intricate task for any ocean
data assimilation system because of the extremely sparse observations in the deep ocean and
the presence of the mixed layer and thermocline. In ROMS3DVAR, this task is undertaken
by the hydrostatic balance and vertical error correlations. In addition, single observation

experiments are quite effective in verifying the computer code.
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4.1 SSH Observation

SSHs are observed with satellite altimetry and tide gauges. SSH observations have been
a major data source for ocean data assimilation owing to, not only wide availability, but
also their ability to constrain the temperature and salinity profiles through the hydrostatic
balance [e.g., Cooper and Haines, 1996]. A weak hydrostatic balance constraint is essential
for coastal data assimilation. As shown in Fig. 3 for the standard deviation, the non-steric
SSH dominates steric SSH near the coast. This suggests that the use of a strong constraint
is unreasonable there. In contrast, the steric SSH dominates in the offshore region. This
implies that, without the weak or strong constraint, the background error covariance matrix
must include the cross-correlations between total SSH, temperature, and salinity. These
cross-correlations are inhomogeneous and have long vertical decorrelation length scales. It
is difficult to reconcile such complex relations in the cross-correlations in a way that is
computationally feasible for an incremental 3DVAR algorithm.

In the absence of other types of observations, a SSH observation induces analysis in-
crements in the three ROMS3DVAR control variables, 0x¢,, 0x%, and 6x%, by invoking the
weak constraint for hydrostatic balance. Geostrophic balance is, however, applied as a strong
constraint. Thus, the velocity increment is strictly determined by 0x,, 0x7, and 0x%.

Figure 11 shows the analysis increment using a single SSH observation at an offshore
location with a positive innovation, i.e., the value of the observation is higher than that
of the ROMS3DVAR  forecast. Both steric and non-steric SSH increments are positive,
leading to geostrophic velocity increments that have an anti-cyclonic eddy-like structure.
The positive steric SSH increment is related to a positive temperature increment and a

negative salinity increment. An anisotropic effect of the decorrelation length scale in the
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error correlations is visible in the length scales of the increments that are larger in the
alongshore direction. If the observation were taken exactly at a ROMS3DVAR grid point,
then the non-steric SSH increment would have a similar spatial pattern to the horizontal
error correlation C&7 = C¢ ® C" that assumes horizontal separability [Fig.3, Li et al., 2007].
Therefore, an observation function can act as a smoother when the corresponding observation
is not taken at a ROMS3DVAR grid point.

The vertical spread of the observed information is shown in Fig. 12 for the same ex-
periment. The increments are mainly contained above a depth of 150m. The maxima of
the temperature and salinity increments are centered at about 50m, which is around the
bottom of the mixed layer. Both geostrophic velocity increments have their maximum at
the surface but penetrate deeper than the temperature and salinity increments. This is due
to the barotropic pressure gradient induced by the non-steric SSH increments.

To examine the sensitivity to observation location, we carry out another experiment
with a single nearshore observation. The analysis increments are shown in Fig. 13. All
increments have smaller length scales than in the offshore experiments due to the cross-
shore inhomogeneity of the decorrelation length scales (section 3.3.2).

The steric SSH increment is much less dominant in comparison with the offshore obser-
vation. The steric SSH increment accounts for more than 80% of the total SSH increment
in the offshore case, while it accounts for only about 30% in the nearshore case. The non-
steric SSH increment is more important than the steric SSH increment nearshore, which is
consistent with the ratio of the non-steric and steric error variances as can be inferred from

Fig. 3.
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4.2 Along-Shore Velocity Observation

In the absence of other types of observations, a velocity observation induces analysis incre-
ments in the four ROMS3DVAR control variables, 0x3,,, 0x%,, 0x%, and 0x§, through the
weak constraint for the geostrophic balance. Total velocity increments have both geostrophic
and ageostrophic components and hence depend on all four control variables. The relative
amplitude of the geostrophic and ageostrophic increments depends on the relative ampli-
tude of the corresponding standard deviations: in general, ageostrophy is significant near
the coast while geostrophy rules in the offshore region. The SSH increment is completely
determined by 0x% and 0x% because hydrostatic balance is applied as a strong constraint.
Figure 14 shows the analysis increment using a single observation of alongshore velocity
at a nearshore location with a positive innovation. The increment of the total cross-shore
velocity shows a classic “butterfly-like” structure. One interesting result is the relative value
of the geostrophic velocity and ageostrophic velocity. The geostrophic velocity accounts for

about 60% of the total.

4.3 Temperature Observation

Temperature is the most observed variable in the ocean. In the absence of other types of
observations, a temperature observation induces analysis increments in two control variables,
0x% and 0x%; the latter is caused by the cross-correlation C%"g between them. Both hydro-
static balance and geostrophic balance are applied as strong constraints, hence 0x% and dx%

completely determine the SSH and velocity increments.

Figure 15 shows the analysis increment for a single observation of temperature at a
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nearshore location with a positive innovation. The increment structures of the velocity com-
ponents are classic ones. The increment of salinity is obviously due to the cross-correlation.
Consistent with Fig. 10, the cross-correlation is negative nearshore, and thus the increments

of salinity and temperature are opposite in sign.

5 Application to the AOSN Experiment

This section demonstrates the performance of ROMS3DVAR using observations from the
AOSN field experiment in August 2003. ROMS3DVAR was executed in real-time during
the AOSN experiment, but the results presented here are from the post-experiment analysis,
which we call reanalysis. After describing the AOSN experiment, we mainly focus on two
aspects. For demonstration of the robustness, we present results from a rapid flow transition
from upwelling to relaxation forced by a change in atmospheric wind stress. For an objec-
tive evaluation of the ROMS3DVAR, we compare the results with two sets of independent
observations that have not been assimilated. A more detailed description of the reanalysis

results can be found in Chao et al. [2007].

5.1 AOSN and ROMS3DVAR

The AOSN experiment in Monterey Bay, California, August 2003, provided an unprece-
dented number of in situ observations by a variety of means and instruments; details of
the experiment can be found at the WWW site (http://www.mbari.org/aosn). During Au-
gust 2003, ROMS3DVAR generated analyses and forecasts in real-time using the 6h forecast

cycle [section 2.2]. After the experiment, additional observations became available while
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some of the original observations were upgraded. The results presented in this section are
obtained using all observations available. The observations include the NAVOCEANO MC-
SST Level 2 High Resolution Picture Transmission and Local Area Coverage (HRPT/LAC)
2.2km sea surface temperature dataset (Level 2), underwater glider temperature/salinity
profiles, aircraft SSTs, ship temperature/salinity /depth (CTD), and Automatic Underwater
Vehicle (AUV) temperature/salinity profiles (http://www.mbari.org/aosn for details about
observations).

In this reanalysis experiment we adjusted the weak geostrophic balance constraint. The
geostrophic velocity is computed after smoothing is applied to dx, dx7, and dxg. The
smoothing is a spatial average with the weight determined by the Gaussian function e=4"/7s,
where d is the distance and ro = 3km (approximately two times the model grid size). This
additional smoothing is used to reduce an overestimation of the geostrophic velocity at
small scales due to the small decorrelation length scales nearshore. Also, it is a practical
consideration. It has been shown that a minimization process generally acts first on the
larger scales. Thus, the small scales are dealt with mainly during the last stage of the
minimization process [Veerse and Thepaut, 1998]. In this experiment, we allow a maximum
of 40 iterations for the minimization. In this case, it is possible that the minimization is
terminated before it converges to the minimum of the cost function. In this case, some small

scale noise may remain. The smoothing can help reduce such small scale noise.
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5.2 Transition Between Upwelling and Relaxation
5.2.1 Synoptic Analysis

The ocean responds quickly to changes in the atmosphere. In this region, atmospheric con-
ditions are subject to strong diurnal variations as well as rapid weather changes. The ocean
is particularly responsive to wind direction changes. Equatorward wind stress favors the up-
welling of the cold water along the coastline, while poleward wind stress causes relaxation,
leading to warm surface and sub-surface water. In August 2003, there were two major up-
welling events (Fig. 2). The first started on August 6, and was followed by relaxation from
August 20 to 22. The second upwelling event started on August 23 and ended by August
30.

The transition from the first upwelling state to the relaxation is shown in Fig. 16 via
the sea surface velocity and temperature for August 18 to 21, 2003. Nearshore there is a
cold belt with temperatures as low as 10 to 12°C on August 18. The surface currents are
systematically equatorward near the coast. During the relaxation event the SST increases,
and the cold upwelling centers both north and south of Monterey Bay are replaced by warm
water by August 21, 2003. The SST increases are larger than 5°C in some locations.

In association with the transition, the surface current also underwent a significant change.
During the upwelling there is a systematic equatorward velocity jet, which follows closely the
relatively large SST gradient zone nearshore. This jet is interrupted during the transition.
The most significant change occurred within Monterey Bay, where the velocity reverses direc-
tion from equatorward to poleward. This direction reversal is well captured by ROMS3DVAR

as seen in the comparison with the HF radar measurements presented next.
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5.2.2 Comparison with HF Radar Observations

A comparison with HF-radar velocity observations is ambitious for the present ROMS3DVAR
because no velocity observations were assimilated. Therefore, the velocity analysis increment
is strictly the result of a geostrophic balance [section 4, Li et al., 2007]. In contrast, the HF
radar covers mainly Monterey Bay where ageostrophic velocities are significant. Moreover,
the tidal velocities in this region can be as large as 0.1—0.2m/s [Petruncio et al., 1998], which
is comparable to the velocities arising from dynamic processes. ROMS does not include tidal
forcing yet.

For comparison purposes, we suppress the tidal signal in the HF radar observations by
taking the average over August 12 and 19, 2003 for the first upwelling event and over August
20 to 22, 2003 for the relaxation event. The average also reduces the HF radar observational
error. The observational error is generally considered to be 5-10cm/s, but an averaged field
should have much smaller errors. The corresponding composite maps are made from the
ROMS3DVAR reanalysis. The results are shown in Fig. 17.

During the upwelling period, the HF radar observations show a jet-like structure that
swerves in and out of the bay with a high speed. It also shows a cyclonic circulation within
the bay. During the relaxation period the flow pattern changes drastically. The HF radar
shows a cyclonic circulation dominating the entire bay. Differences from the upwelling flow
pattern are most striking near the head of the Monterey Peninsula where the flow direction
is reversed. These features in the upwelling and relaxation events are captured fairly well in
the ROMS3DVAR reanalysis.

To quantify the agreement of ROMS3DVAR with these observations, we use the correla-

tion of the flow patterns observed by the HF radar and the ROMS3DVAR reanalysis. The
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ss5  correlation is defined by

o L (1 Bl A ) e
VEMET [(l” = )2 + (offF — 0PI (CMET (w3, — w°) + (o, — 0°)]

sss M is the number of the HF radar observation for the corresponding event, the superscript
sz HF stands for the HF radar, and {-} for the average over M observation. The correlation
sss 15 0.82 for the upwelling period and 0.77 for the relaxation period. Overall, ROMS3DVAR
ss0  has the capability to reproduce major features of the velocity field during this particular
0 transition.

561 Here a natural question is how much the data assimilation improves the representation
se2  of the sea surface current described above. To answer this question, a simulation experiment
3 is performed, starting from August 1, 2003. The model configuration is the same as the one
s« used for the data assimilation experiment. The results are shown in the third row of Fig. 17.
sss ' 1'he simulation produces a realistic southward jet-like current during the upwelling event as
sss  shown by the spatial correlation of 0.83 with the HF radar surface currents, but its velocity
se7 is over-predicted and the strong flow intrudes into the bay slightly too far. As a consequence,
sss  the current direction did not reverse within the bay during the relaxation. In contrast, in
sso the reanalysis the upwelling front is well constrained, and thus the velocity and location of

st the jet-like current and the reversal of the current direction is realistically reproduced.

= 5.3  Evaluation with 7'/S Profiles at Mooring M2

sz While a variety of evaluations were performed, we present here an evaluation of the ROMS3DVAR
s reanalysis using independent observations of 7'/S profiles at Mooring M2.

574 The M2 mooring records profiles of T'/S, velocities, and winds every 10 minutes. M2 is
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located near the boundary of warm offshore water and cold upwelled nearshore water (Figs. 1
and 16). Hence, the ocean state at M2 is sensitive to the location of this boundary, which
depends on the strength of upwelling. Because of the continuous nature of the measurements
and their sensitivity to upwelling, we do not assimilate them but use them instead as an
independent data set for evaluation.

A comparison of the ROMS3DVAR reanalysis and the M2 observations is shown in Fig. 18
for August 2003. The M2 observations are averages over each 24-hour time window, while
the ROMS3DVAR data is the average of the four analyses produced each day.

During the first upwelling event, the observed M2 temperatures became warmer near
the surface, also more gradually below, until August 20, 2003 when the relaxation begins.
This suggests that the M2 location was not affected by the upwelled cold water during this
upwelling event. In fact, it was controlled by a warm tongue, which is the consequence of
a complex “bifurcated-flow” structure of the cold water [see Aug. 18 and 20 in Fig. 16;
Rosenfeld et al., 1994]. During the relaxation period, temperatures became cooler, rather
than warmer as might have been expected. During the second upwelling event, tempera-
tures rapidly became warmer. Overall, the observations suggest that warm temperatures
are generally associated with lower salinity and cold temperatures with higher salinity. The
ROMS3DVAR reanalysis shows a good agreement with these observed phenomena. The
maximum root-mean squared error (RMSE) of the ROMS3DVAR reanalysis and the obser-
vation is centered around the bottom of the mixed layer at about 40m for both temperature
and salinity. The maximum RMSE is less than 1.0°C in temperature and 0.15psu in salinity,
in comparison with a maximum STD for the M2 observations of 2.3°C in temperature and

0.28psu in salinity.
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6 Summary and Discussions

In Li et al. [2007], we proposed a 3DVAR scheme for the coastal ocean. This scheme
has the capability of incorporating inhomogeneous, anisotropic and inseparable correlations,
and also weak geostrophic and hydrostatic balances. Here we demonstrated ways to take
advantage of these capabilities and discussed their importance when the scheme is applied
to the California coastal ocean, where inhomogeneity and anisotropy are significant.

Concerning inhomogeneity, it was shown that the horizontal decorrelation length scale
offshore can be as much as two times larger than that nearshore for the California coastal
ocean. This is true for all the control variables. The decorrelation length scale turns out to
be less than the Rossby radius of deformation nearshore, while it is larger than the Rossby
radius offshore. One dynamic consequence of this inhomogeneity is that there are significant
ageostrophic velocities nearshore. If the decorrelation length scales specified are too large,
the ageostrophic velocity may be underestimated nearshore.

The anisotropy was not significant offshore, but it was nearshore. For our case, the
alongshore decorrelation length scale can be as large as the alongshore dimension of the entire
model domain nearshore (not shown). Dynamically this can be explained by the fact that
the wind stress is systematically coherent in the region. However, such a large decorrelation
length scale is not desirable in data assimilation [Gaspari and Cohn, 1999]. This complexity
of the anisotropy requires a scheme to adjust to it. In ROMS3DVAR we conservatively
used Schur production to limit the decorrelation length scale, and thus anisotropy was only
partially taken into account.

The standard deviation and correlation of the background error were estimated based
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on an ensemble of model simulations. A concern is that the method is an ad hoc one with-
out solid theoretical and practical justification. One supportive argument is that the model
forecast has larger errors in regions with larger variability. On the other hand, the inhomo-
geneity and anisotropy may be overestimated. We consider that the error variance structure
and correlations obtained are only a preliminary estimate. They need to be improved upon
when appropriate observations become available.

ROMS3DVAR assimilated a variety of observational data collected during the AOSN
experiment. These data included satellite and aircraft SSTs, ship CDT, T/S profiles from a
fleet of gliders and AUVs. These observations came with differing degrees of accuracy and
different time and space resolutions. All these observations were assimilated simultaneously,
which demonstrated that ROMS3DVAR has a strong capability of handling a large amount of
observational data from different sources. On the other hand, ROMS3DVAR can assimilate
any subset of the AOSN data. Actually, ROMS3DVAR was used for an Observational System
Experiment (OSE) with the AOSN data. The OSE allowed users to assimilate any selected
subset of the data. ROMS3DVAR worked reliably during AOSN, and also within the OSE
framework. We attribute the reliability and robustness of the developed ROMS3DVAR to
the particular 3D error correlations and weak dynamic constraints used.

The experiment with the AOSN observations further demonstrated the capability of the
system to reproduce complex flow patterns during upwelling and relaxation, as well as the
transition between the upwelling and relaxation regimes. It is especially encouraging that
the results from ROMS3DVAR showed reasonable accuracy in comparison with independent
observations from the M2 mooring and HF radar. Note that the mooring is located in the

Monterey Submarine Canyon, while the HF radar measures the area over the Canyon head.

32



643

644

645

646

647

648

649

650

651

652

653

654

655

656

657

658

659

660

661

662

663

664

These locations always present great challenges to coastal ocean modelers. The success of
the data assimilation in these locations indicates that ROMS3DVAR has the capability of
coping with complex bathymetry and dynamics.

During the AOSN reanalysis, only temperature and salinity observations were assimi-
lated, and the current was constrained through the weak geostrophic and hydrostatic bal-
ance. Since the velocity field during the transition between the upwelling and relaxation is
reasonably reproduced, the weak geostrophic and hydrostatic balance formulation appears
to work reasonably well.

In this paper we presented the overall performance of ROMS3DVAR. Prediction skill
is not addressed here, but extensive evaluations are presented in Chao et al. [2007]. The
sensitivity to and influence of individual data sets were not addressed. These are crucial and
complicated issues, especially for sea surface height observations from satellite altimetry [Fu
and Cazenave, 2001] and in situ tidal gauge and sea surface velocity observations from HF
radar [Paduan and Grabe, 1997]. The particularly challenging difficulty in assimilation of
SSH and velocity observations arises from the strong tides in coastal oceans. These issues

will be addressed in subsequent papers.
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Figure Captions

Figure 1: The L2 domain and bathymetry. The bathymetry contour interval is 250m. The
black circle shows the location of the M2 mooring at 122.378°W and 36.697°N. The sharp

trough near M2 is the Monterey Submarine Canyon.

Figure 2: Hourly alongshore wind stress derived from 10m winds at M2 for August, 2003:
observation (top) and COAMPS (bottom). The unit is N/m?. For the location of M2, see

Fig. 1.

Figure 3: Standard deviation of the non-steric SSH (left) and steric SSH (right) computed

from the surrogate data at each grid point. The unit is m.

Figure 4: The structure function 6§, (i) of the non-steric SSH as a function of cross-shore

distance from the coast, corresponding to the left panel of Fig. 3.

Figure 5: The structure functions 63’7“, (i: k) and 6;’?}3 (i : k) of ageostrophic streamfunction

1

(left) and ageostrophic velocity potential (right). The unit is s—'. The white areas are the

locations where there is no single grid point in the water along the entire shore.

Figure 6: The structure functions of temperature &5 (i:k) (left) and salinity 65" (i:k) (right).

The units are °C for temperature and psu for salinity.

Figure 7: Vertical cross-shore correlation of ageostrophic streamfunction C’s'f,wu (11:k1,19:k2)
(top) and ageostrophic velocity potential Cfcﬁx" (i1:k1,19:ko) (bottom) for fixed (i1:k;) at an
offshore location (left) and a nearshore location (right) and varying (is:k9) in the vertical

cross-shore section. The depth of (i1:k1) is 50m.
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Figure 8: Vertical cross-shore correlation of temperature C’%’}(ilzkl, ig:ko) for fixed (i1:k1)
at an offshore (left) and nearshore (right) location at a depth of 50m (top) and at a depth

of 200m (bottom) and varying (iy:k2).
Figure 9: Same as Fig. 8 but for salinity C3%(i1:k1, i2:ks).

Figure 10: Local cross-correlation ry¢ between the temperature and salinity at the surface

(left) and at a depth of 75m (right).

Figure 11: Analysis increments for total SSH, steric SSH, temperature, salinity, and geostrophic
velocity components at the sea surface using a SSH observation at an offshore location,
123.0°W and 36.8°N. The unit is m for SSH, °C for temperature, psu for salinity, and m/s
for velocity. The innovation is —0.048m, i.e., the observed value is lower than the ROMS

forecast. The standard deviation of the observation error is 0.025m.
Figure 12: Analysis increments in a vertical section at 36.8°N corresponding to Fig 11.

Figure 13: Same as Fig. 11, except the location of the observation is 122.2°W and 36.8°N

nearshore.

Figure 14: Analysis increments for total velocity components, geostrophic velocity compo-
nents, temperature and salinity at the sea surface using a single observation of the alongshore
velocity at a nearshore location, 122.2°W and 36.8°N. The innovation is —0.03m/s. The stan-
dard deviation of the observation error variance is 0.1m/s. The units are °C for temperature,

psu for salinity, and m/s for velocity.
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Figure 15: Analysis increments for temperature, salinity and geostrophic velocity compo-
nents at the sea surface using a single offshore temperature observation at a nearshore
location at 122.2°W and 36.8°N. The innovation is 1.3°C. The standard deviation of the
observation error is 0.35°C. The units are °C for temperature, psu for salinity, and m/s for

velocity.

Figure 16: Temporal evolution of sea surface temperature (left) and velocity (right) in the
ROMS3DVAR reanalysis during the transition period from upwelling (August 18 to 19, 2003)

to relaxation (August 20 to 21, 2003).

Figure 17: Comparison of the averaged HF radar surface velocity (top) and the ROMS3DVAR
reanalysis (middle) during the upwelling event between August 12 and 19, 2003 (right) and
the relaxation event between August 20 and 22, 2003 (left). The corresponding currents
from a simulation without data assimilation are also shown (bottom). The color represents

the speed, and the unit is m/s.

Figure 18: Comparison of the ROMS3DVAR reanalysis and M2 observations for August 2003:
the temporal evolution (left two columns) of temperature (top) and salinity (bottom) for the
ROMS3DVAR reanalysis (left) and the M2 observations (center), and the corresponding root-
mean-square error (RMSE) and standard deviation (STD) of the M2 observations (right).
Both the mooring and ROMS data are averaged over a time window of 24h. Time is in days

of August, 2003. The unit is °C for temperature and psu for salinity.
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Model
20 levels 32 levels

Atmospheric | 3h 2 2

forcing daily 1 1

Table 1: Allocation of six ensemble members to four settings based on two types of atmo-

spheric forcing and two levels of vertical resolution.
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Figure 1: The bathymetry contour interval is 250m. The black circle shows the location of
the M2 mooring at 122.378°W and 36.697°N. The sharp trough near M2 is the Monterey

Submarine Canyon.
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Figure 2: Hourly alongshore wind stress derived from 10m winds at M2 for August, 2003:
observation (top) and COAMPS (bottom). The unit is N/m?. For the location of M2, see
Fig. 1.
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Figure 3: Standard deviation of the non-steric SSH (left) and steric SSH (right) computed

from the surrogate data at each grid point. The unit is m.
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Figure 4: The structure function 65, () of the non-steric SSH as a function of cross-shore

distance from the coast, corresponding to the left panel of Fig. 3.
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Figure 5: The structure functions 65,'}“, (i: k) and 637, (i: k) of ageostrophic streamfunction
(left) and ageostrophic velocity potential (right). The unit is s~!. The white areas are the

locations where there is no single grid point in the water along the entire shore.
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Figure 6: The structure functions of temperature 65°(i:k) (left) and salinity 65°(i:k) (right).

The units are °C for temperature and psu for salinity.
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Figure 7: Vertical cross-shore correlation of ageostrophic strealnfungtion.(7Eﬁ¢”(i1:k1,i2:k2)

(top) and ageostrophic velocity potential C’iﬁxu (11:k1,12:ko) (bottom) for fixed (i1:k;) at an

offshore location (left) and a nearshore location (right) and varying (is: ko) in the vertical

cross-shore section. The depth of (i1:k) is 50m.
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Figure 8: Vertical cross-shore correlation of temperature C4.(iy : ky, 4o k2) for fixed (iy:k1)
at an offshore (left) and nearshore (right) location at a depth of 50m (top) and at a depth
of 200m (bottom) and varying (iy:k2).
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Figure 9: Same as Fig. 8 but for salinity C’g’g(ilzkl, i2:ks).
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Figure 11: Analysis increments for total SSH, steric SSH, temperature, salinity, and

geostrophic velocity components at the sea surface using a SSH observation at an offshore

location, 123.0°W and 36.8°N. The unit is m for SSH, °C for temperature, psu for salinity,

and m/s for velocity. The innovation is 0.048m, i.e., the observed value is higher than the

ROMS forecast. The standard deviation of the observation error is 0.025m.
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Figure 12: Analysis increments in the vertical section at 36.8°N corresponding to Fig 11.
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Figure 14: Analysis increments for total velocity components, geostrophic velocity compo-
nents, temperature and salinity at the sea surface using a single observation of the alongshore
velocity at a nearshore location, 122.2°W and 36.8°N. The innovation is —0.03m/s. The stan-
dard deviation of the observation error variance is 0.1m/s. The units are °C for temperature,

psu for salinity, and m/s for velocity.
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Figure 15: Analysis increments for temperature, salinity and geostrophic velocity compo-
nents at the sea surface using a single offshore temperature observation at a nearshore
location at 122.2°W and 36.8°N. The innovation is 1.3°C. The standard deviation of the

observation error is 0.35°C. The units are °C for temperature, psu for salinity, and m/s for

velocity.
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Figure 16: Temporal evolution of sea surface temperature

to relaxation (August 20 to 21, 2003).
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Figure 17: Comparison of the averaged HF radar surface velocity (top) and the
ROMS3DVAR reanalysis (middle) during the upwelling event between August 12 and 19,
2003 (right) and the relaxation event between August 20 and 22, 2003 (left). The corre-
sponding currents from a simulation without data assimilation are also shown (bottom).

The color represents the speed, and the unit is m/s.
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Figure 18: Comparison of the ROMS3DVAR reanalysis and M2 observations for August 2003:
the temporal evolution (left two columns) of temperature (top) and salinity (bottom) for the
ROMS3DVAR reanalysis (left) and the M2 observations (center), and the corresponding root-
mean-square error (RMSE) and standard deviation (STD) of the M2 observations (right).
Both the mooring and ROMS data are averaged over the time window of 24h. Time is in

days of August, 2003. The unit is °C for temperature and psu for salinity.
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